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Abstract— Time series prediction is a crucial task in many In this work we describe a novel approach based on
areas but the development of effective modeling and simulation Genetic Programming (GP). GP is an automatic method for
methods to understand or predict the behavior of time dependent creating computer programs by means of artificial evolution

phenomena remains particularly difficult. In this paper we . .
propose to use a Genetic Programming (GP) approach as a robust _[1]' GP may be a powerful means for coping with problems

method for coping with problems in which finding a solution and i Which finding a solution and its representation is difficul

its representation is difficult but evaluating the performance of but evaluating the performance of a candidate solution is

a candidate solution is reasonably simple. reasonably simple [2]. GP is particularly suitable for sym-
A new methodology is applied in synergy with the GP process. po|ic regression problems, especially when the form of the

The original time series is transformed in a multidimensional . . .
input space where a variable is assigned to each distinct time approximating function is not known beforehand, because th

delay. Then, the method deals with scalar functions of N variables Process automatically optimizes both the functional formd a
and subdivides the input space of N dimensions in two input the coefficient values of the formula.

spaces. This subdivision is realized by a new algorithm called  With GP, a population of computer programs is generated at
Hyper-Volume Error Separation (HVES), able to divide the random. Each program is associated with a fitness value which

original input space according to the errors made by the best . . .
individual found in the early steps of the GP process. depends on its ability to solve the problem. Fitter programs

Our results show that coupling HVES with GP is an effective a'€ Sélected for recombination to produce a new population
approach for this task and could be part of the toolbox of many by using genetic operators, such as crossover and mutation.
analysts. Moreover the formulas obtained with the GP process This step is iterated for some number of generations urgil th

could give better insights on time dependent phenomena. termination criterion of the run has been satisfied — e.g. a
program exhibiting the maximum possible fitness value has
|. INTRODUCTION been found. The evolutionary cycle is illustrated in Figare

i iSi (-
In the last decades, engineers and decision makers exgressa, ey R i

a growing interest in the development of effective modeling AN

and simulation methods to understand or predict the behavit I/.i ({}X

of many phenomena in science and engineering. Many suc —_— A‘/‘} O/}g./'\ ffgf}ﬁ "
methods are based on regression analysis of a data sample |V I
order to construct mathematical models for convenience ar ( 2 ( & f}i f}g
ease of interpretation. It is usually assumed that the dzitdg  Individuals

in the sample are related to a unique function. There are mar % @ Genetic operations
applications, however, in which this assumption may ctunsti Replacerient @é O

an oversimplification, such as signal processing, timeeseri
prediction, pattern recognition and so on. In such cases the
data-set could span across portions of the input space that
are to be modeled differently, which means that the symbolic
regression should produce a discontinuous function.

Attacking this problem involves facing several challemgin
issues:

Fig. 1. Basic scheme for artificial evolution

Programs are usually represented as abstract syntax trees,
where a branch node is an element frorfuaction setwhich
may contain arithmetic, logic operators, elementary fiomst

with at least one argument. A leaf node of the tree is instead a

1) Localizing discontinuity boundaries in the data sampl@ement from aerminal setwhich usually contains variables,
without preliminary knowledge about their number angdgnstants and functions with no arguments.

Ioca?i.on.. ) _ Symbolic regression problems are usually faced with a func-

2) _Part|t|on|ng_ the data-set_ according to §1_Jch boundarigg), set including basic arithmetic operators (e-g,—, x, /)
in order to improve the fit on each partition.  anq other elementary functions (e.gzp, log, cosine, sine).

3) Assembling the formulas found in each partition intg these basic elements are used by the GP process to evolve
a consistent hierarchy in order to provide a singlgore elaborate programs — i.e., formulas — most of any
discontinuous function. resulting formula will be continuous and smooth. To improve

Obviously, performing the above steps in a multidimendionaccuracy when the underlying model is discontinuous, one
space adds substantial further complexity. can introduce in the function set conditional operators and



relational operatorsif; <, >, =). [] I

In this paper we propose an alternative approach, suitable Data sample: D thi"gézﬁﬁzﬁ“?mal
for time series data-set and working as follows. We generate @
an initial population from scratch and let this population ‘1’
evolve for a small number of generations. We select the { HVES j
best individual and evaluate the error for each fithess case. I I
This error is used by an algorithm developed by us, that we Data subset according Remaining data
call Hyper-Volume Error Separation (HVE&hd implements to heU”St'C1 Dy sample: D
an heuristic for identifying the portions of the input space V
requiring different approximating functions. Next we refle =
such partition of the input space on the data-set and rumaleve @ Population P, Population Py
preliminary evolutions, one for each partition. The pofiotss
resulting from such independent evolutions are finally radrg
and evolved again. Hl l PRl l
We applied our approach on 11 time series pro-

vided by the Artificial Neural Network & Computaﬂonal ig. 2. GP with HVES in the division phase (thick gray arrovegresent
Intel“gence Forecast|ng Competltlon htt‘) //www.neural- popu|at|0ns thick empty arrows represent data- sets)
forecasting-competition.com

This paper is organized as follows. In Section Il we give an
overview of the Genetic Programming strategy coupled with
the HVES algorithm. Section Il describes the experimental _ P
procedure used to forecast the 18 missing values. Section%@

P, Pe

concludes and anticipates on further evolutions relatetthito Population P, || Population Py

new methodology. 49
Select the best individuals in
1. CoOUPLING GPWITH HVES: AN OVERVIEW the 3 populations
In this section we describe step by step E
the working principles of our approach. More @ Population P:
details on the HVES algorithm may be found in
http://www.units.itbartolia/download/HVESechreport. pdf PFI,
Clearly, if the search finds an individual that solves the

problem for a given data sample, then the search stops
immediately. For ease of description, we omit this action Fig. 3. GP with HVES in the merging phase
from the description below.

A. Model description function associating the error of the best individual wititle

We generate an initial populatioR; from scratch and let fitness case). Then, it selects the "most difficult” hypeluwce
this population evolve for a predefined number of generatiodSee below) and partitions the datagetin two regions: one
We select the best individual and evaluate the error fétm including all the fitness cases within this hyper-volume,
each fitness case. The resulting errors and the entire tat@$l oneDr including all the remaining fitness cases. Recall
D are given as parameters to our HVES algorithm. Thifat after HVES we focus the evolution of a population/op
algorithm partitionsD in two subsetsD; and Dy according and ofanother population onDp. The choice of the "most
to an heuristic described later. Then we generate two furtHéfficult” hyper-volume is made through an index describang
populations from scratch, say; and Pr, and let them evolve trade-off between number of fithess cases and resulting erro
for a small and predefined number of generations on only part either few points with a large error, or many points with
of the datasetPH is given 0n|yDH WhereasPR is given on'y a small error. The rationale is that such hyper-volume shoul
Pr (Figure 2). not contain any discontinuity.

Finally, we merge the evolved®;, Py, Pr and let the The algorithm is also appliegcursivelyin between HVES
resulting final population®s evolve for a predefined numberand the merging phase, as follows (recursion is not shown
of generations on the entire dataget(Figure 3). We discov- in the figures, for clarity). The pai(Py, Dy) produced
ered in our early experiments that this merging step is vepy HVES plays the role of(P;, D). The population Py
helpful. Each evolution phase consists of the same numberégtually used for the merging phase is the one produced by
generations and involves a popu'ation of the same size. this recursion. Recursion StOpS when one of the fO”OWing

Our HVES algorithm works as follows. It partitions theconditions is satisfied.
input space in several hyper-volumes whose boundaries a(@ A maximum decomposition depth defined by the user is
determined by discontinuities in the error function (ine reached.



(i) The HVES algorithm does not find any discontinuitywhere each step of the GP process may be delegated to a
boundaries. plugin. Plugins for all common algorithms for tree genera-

The same applies taPr, D). Recursion turns out to be help-tion, fitness evaluation, selection and variation are [oledi
ful for finding all discontinuity boundaries and for imprag Moreover this API is based on a strongly typed GP approach
the accuracy on difficult regions of the data sample. similar to [4].
For each time series we perform 100 independent exe-
cutions. Each execution starts with a different seed for the
The data-sets proposed contain 126 values except for ¥a@dom number generator but we used the same seeds for each
time series numberet04, 108 and 109 which containsl16, test. We ran all simulations on a PC based on a processor Intel
116 and 123 values respectively. We used the first thirckeon 3.20 GHz with 2 GB of RAM. Each execution takes
of the data as cross validation set in order to evaluate thEproximately 20 minutes to be completed. At the end of the
generalization capabilities of the candidates solutiofise process we keep the candidate solution which minimize the

training set consists in the remaining values. For eachsktta fitness function on the complete data-set associated with th
we transform the original input space in a multidimensiongime series.

input space where a variable is assigned to each distinet tim

Ill. EXPERIMENTAL SETUP

delay. For our experiments we used all values of time delay V. CONCLUSIONS AND FUTURE WORK
ranging in the intervall, 18]. The functions and terminals set
used in each case are shown in Table I. In this paper we introduced a new approach based on GP

for symbolic regression of time series data-sets where the
underlying phenomenon is completely unknown.

In our approach we execute a preliminary evolution and
Terminals set Functions set use the error exhibited by the best individual in order tetinf
Time serieslO1 to 111 with time delayt € [1..18] | +,—,/, x discontinuity boundaries in the data sample. Then we apply

an algorithm designed by us for selecting an Hyper-Volume
For all data-sets we used as fitness function the scaled méarihe input space whose boundaries approximately follow
of the squared distances between the expected vgluaed the discontinuities. This Hyper-Volume partitions the dits

TABLE |
TERMINALS AND FUNCTIONS SET

the valuesy; obtained by the individual: cases in two sets that are used for driving further prelinyina
. evolutions. The best individuals found by these independen
SMSE — — Z[gi ~(a+bf)? 1) evolut|0n§ are then.merged'anq evolved again. The process is
m also applied recursively until either no further discountiies
are found or a predefined recursion depth is reached.
where . . L
a=g—bf In the future, we plan to investigate other heuristics for
discontinuity detection in noisy data-sets. We are culyent
and studying the work done in computer vision, signal processin
p = €009, f) and statistics fields in [5] [6] [7] [8]. The challenge will be
var(f) to adapt these techniques for multidimensional space® sinc

This fitness function is described more in details in [3]. these approaches usually work in one or two dimensions only.
All the parameters are summarized in Table Il. Whenever
GP-HVES runs an evolution, the maximum number of gener- ACKNOWLEDGMENTS

ations is set to 100. , . .
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TABLE I Al4IA, EU contract MEST-CT-2004-514510 (December 14th
PARAMETER SETTINGS 2004)
Parameter Setting
Population size 2000 REFERENCES
Initialization method Ramped Half-and-Half
Initialization depths 2-5 levels [1] J. R. Koza,Genetic Programming: On the Programming of Computers by
Max depth for trees 10 Means of Natural Selection Cambridge, MA, USA: MIT Press, 1992.
Selection Tournament of size 7 [2] W. Banzhaf, P. Nordin, R. E. Keller, and F. D. Francor@enetic
Elitism 5 Programming™ An Introduction: On the Automatic EvolutiohComputer
Node bias for crossover| 90% internals, 10% terminals Programs and Its Applications Heidelberg and San Francisco CA, resp.:
Duplication rate 5% dpunkt — Verlag iir digitale Technologie GbmH and Morgan Kaufmann
Crossover rate 85% Publishers, Inc., 1998.
Mutation rate 15% [3] M. Keijzer, “Scaled symbolic regressionGenetic Programming and
) Evolvable Machingsvol. 5, no. 3, pp. 259-269, 2004.

Recursion depth (HVES 2 [4] D. J. Montana, “Strongly typed genetic programmindgVolutionary

Computation vol. 3, no. 2, pp. 199-230, 1995.

. . . .[5] D. Lee, “Coping with discontinuities in computer visiotineir detection,
We used our own Genetic Programming API. This API 'g classification, and measuremernEEE Transactions on Pattern Analysis

implemented in Java and is based on a modular architectureand Machine Intelligencevol. 12, no. 4, pp. 321-344, Apr. 1990.



[6] D.L.and W. G.W.,, “Discontinuity detection and threstiimig-a stochas-
tic approach,” in Proceedings of the 1991 IEEE Computer Society
Conference on Computer Vision and Pattern Recognitign Sarker,
R. Reynolds, H. Abbass, K. C. Tan, B. McKay, D. Essam, and TeGed
Eds. IEEE Press, 3-6 June 1991, pp. 208-214.

[7] A. W. Bowman, A. Pope, and B. Ismail, “Detecting disconfiies in
nonparametric regression curves and surfacgstistics and Computing
vol. 16, no. 4, pp. 377-390, 2006.

[8] P. Qiu, “Discontinuous regression surfaces fittingyinals of Statistics
vol. 26, no. 6, 1998.



